
the walls but which do contribute to the expected phase shift; we
also find beam components that are totally reflected from the walls
or that pass through the walls, neither of which contribute to a
measurable contrast owing to smearing effects.

The measurements were performed at the neutron interferometer
set-up S18 at the Institut Laue-Langevin in Grenoble. A skew
symmetric interferometer has been used and adjusted to a wave-
length of l ¼ 1.89(3) Å, which corresponds to an incident energy of
E in ¼ 0.0278(8) eV. The slit system has been put into beams I and II,
and outside both beams (Fig. 3). This sweep procedure permits the
measurement of small phase shifts at low contrast. The slit system
consists of 186 slits with a width of 22.1 mm and the same wall
thickness and a length of 20 mm. Silicon wafers were used as wall
material and spacers. After careful adjustment to the parallel
position (a ø 08) various scans have been made where Fig. 4
shows a typical result and the summary result of all scans. As
expected, the opposite phase shift becomes visible for both beams
and this is a good indication that spurious phases have been
excluded. The measured value of the confinement-induced phase
shift is Df ¼ 2.8(4)8, which is in rather good agreement with the
expected value (Df ø 2.58).

The wavefunctions within the slits show an interesting pattern
(wavefunction carpets) which could be exploited in more detail in
future. When the slits are oriented horizontally, a triangular-shaped
potential due to the gravity effect occurs that changes mainly the
low-lying levels from E 0 ¼ 0.417 peV to E 0

0 ¼ 0.2904 peV or from
E 1 ¼ 1.669 peV to E 1 0 ¼ 1.702 peV (refs 15, 16). For such exper-
iments the interferometer would have to be rotated to the horizontal
direction as well because the large wave packet extension needed for
these experiments exists only in the direction normal to the
reflecting crystal planes of the interferometer17,18. A different situ-
ation occurs when absorbing wall materials are used. Other effects
may occur when a time-dependent interaction (for example, vibrat-
ing walls) can cause transitions between different energy levels. A
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The formation of marine aerosols and cloud condensation
nuclei—from which marine clouds originate—depends ulti-
mately on the availability of new, nanometre-scale particles in
the marine boundary layer. Because marine aerosols and clouds
scatter incoming radiation and contribute a cooling effect to the
Earth’s radiation budget1, new particle production is important
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in climate regulation. It has been suggested that sulphuric acid—
derived from the oxidation of dimethyl sulphide—is responsible
for the production of marine aerosols and cloud condensation
nuclei. It was accordingly proposed that algae producing
dimethyl sulphide play a role in climate regulation2, but this
has been difficult to prove and, consequently, the processes
controlling marine particle formation remains largely undeter-
mined3,4. Here, using smog chamber experiments under coastal
atmospheric conditions, we demonstrate that new particles can
form from condensable iodine-containing vapours, which are
the photolysis products of biogenic iodocarbons emitted from
marine algae. Moreover, we illustrate, using aerosol formation
models, that concentrations of condensable iodine-containing
vapours over the open ocean are sufficient to influence marine
particle formation. We suggest therefore that marine iodocarbon
emissions have a potentially significant effect on global radiative
forcing.

There are two steps required for the production of new particles
by gas-to-particle conversion processes (secondary particle for-
mation). First, a critical embryo, or thermodynamically stable
cluster of the order of 1 nm in size, must be formed from the
coalescence of precursor vapours (homogeneous nucleation)5.
Second, these stable clusters must grow rapidly enough, by coagu-
lation and/or condensation, to quasi-stable particle sizes of 3–4 nm
(particle formation) before they collide by diffusion with larger, pre-
existing, particles6 and are subsequently captured (diffusion
decreases as 1/D2, where D is the particle diameter). Once new
particles reach sizes of a few nanometres, there is a net increase in
the particle number concentration.

Recent simulations of ternary H2SO4–H2O–NH3 nucleation7

have shown that under typical atmospheric concentrations of
H2SO4, nucleation of thermodynamically stable clusters can readily
occur; however, production of new particles via growth by vapour
condensation is unlikely, owing to insufficient supply of H2SO4.
Although H2SO4 could be responsible for the production of
thermodynamically stable clusters, other vapours are required for
particle production. The most comprehensive studies8 into marine
aerosol nucleation have focused on coastal environments, where
regular and intense particle production events are encountered
owing to the higher intensity of biological processes in coastal
areas. Such particle production is independent of peak H2SO4

concentrations9, suggesting a hitherto unknown marine particle
production mechanism. Experimental measurements on new par-
ticle composition have ruled out a chemical composition domi-
nated by H2SO4 (ref. 10), and identified iodine in these particles11.
Consequently, the production of particles in the coastal zone by
condensable iodine vapours (CIVs) resulting from the photolysis of
biogenic CH2I2 has been proposed8.

To test this hypothesis, we conducted experiments (see Methods)
in the Caltech smog chamber12 into the particle production ability
of CH2I2 undergoing photolysis in the presence of ozone, and we
present results confirming that this is a viable mechanism for
particle production down to atmospheric concentrations13. No
particles were formed unless CH2I2, O3 and ultraviolet radiation
were simultaneously present in the chamber. When ultraviolet
radiation was introduced after CH2I2 and O3 had been mixed
throughout the chamber, rapid homogeneous nucleation occurred,
followed by condensation and coagulation growth. This behaviour
was observed for all experiments for CH2I2 levels from 50 parts per
billion (50 p.p.b.) down to the lowest CH2I2 concentration achiev-
able in this chamber of 0.015 p.p.b. (,4 £ 108 molecules cm23).

Figure 1 Observed aerosol mass spectrum from chamber experiments as measured by

the aerosol mass spectrometer. The aerosol resulted from the photo-oxidation of CH2I2 in

the presence of O3 in pure laboratory air. The observed peaks are consistent with particles

composed of iodine oxides and/or iodine oxyacids, and possibly also water. The

molybdenum oxide peaks observed in the spectrum are probably due to the oxidation of

the molybdenum particle vaporizer of the spectrometer by iodine oxyacids contained in the

sampled particles.
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Decreasing the CH2I2 concentration did not change the nucleation
or growth phenomenology, but resulted in longer timescales for
both processes.

Particles formed under dry conditions possessed a fractal mor-
phology, whereas particles formed under humid conditions (rela-
tive humidity ,65%) were more compact and dense. No other
significant differences in the nucleation or growth behaviour as a
function of humidity was observed. Reducing the intensity of the
ultraviolet radiation slowed the particle formation processes with-
out changing their qualitative features. Analysis of the resultant
aerosol chemical composition, using an aerosol mass spectrometer,
revealed the following mass/charge (m/z) peaks: OHþ, H2Oþ, Iþ,
HIþ, IOþ, HIOþ, IO2

þ, HIO2
þ, HIO3

þ, IO5
þ, I2
þ, I2Oþ and I2O3

þ (Fig.
1). These peaks are consistent with particles composed of iodine
oxides and/or iodine oxyacids, and possibly also water. Particle
composition did not change with particle size or with time in the
experiment.

The chemical mechanisms associated with the particle pro-
duction is presented in Fig. 2. There are three possible pathways
to form CIVs: (1) CH2I2 is rapidly photolysed, releasing an I atom
which reacts with O3 to produce IO. IO in turn reacts with itself to
produce OIO, which can nucleate to produce I2O4 and higher-order
iodine oxide polymers; (2) IO can also self-react to produce I2O2,
which can participate in aerosol formation; (3) IO can react with
HO2 to produce condensable HOI. At the lowest concentrations of
less than 20–200 parts per trillion (p.p.t.) CH2I2, HOI is the
dominant CIV, whereas iodine oxides dominate at higher concen-

trations. There results show that nucleation and condensation of
CIVs occurs under atmospheric coastal conditions, and that this
mechanism must be considered viable in terms of contributing to
the marine aerosol population.

Estimates14–17 of the global flux of iodine from macroalgae are of
the order of 107–108 g yr21, but this source is limited to coastal
zones. Microalgae (phytoplankton), on the other hand, are found all
over the ocean, and are estimated to contribute 109–1010 g I yr21.
The global ocean source, however, is estimated14–17 to be 1011–
1012 g I yr21, but the main contributor to this source of iodine, in
addition to micro and macro algae, is currently unidentified,
although there is strong evidence that bacteria can synthesize
CH3I, which could account for the missing source17. Nevertheless,
taking a global marine source of 1012 g I yr21 and a globally
averaged marine surface-mixed-layer height of 300 m, the source
rate of iodine atoms is estimated at 1.4 £ 103 atoms cm23 s21. This
open-ocean source of iodine atoms compares favourably to the
recent estimate of 1 £ 104 atoms cm23 required to explain the
observed concentration of IO and OIO (up to 1.6 £ 108 cm23)
over the open ocean18,19.

We simulate, using a marine aerosol model (see Methods), the
production of new particles resulting from condensation of CIVs
onto thermodynamically stable cluster embryos. The simulation
(Fig. 3) is started just before sunrise, and as dimethylsulphide is
photochemically destroyed, H2SO4 production also increases, lead-
ing to a peak concentration of 2.5 £ 106 molecules cm23. At these
typical H2SO4 concentrations, the concentration of thermodyna-
mically stable clusters reaches a maximum of ,5,000 cm23, result-
ing from a peak nucleation rate of 4 cm23 s21, but barely-detectable
new particle formation results in sizes larger than 3 nm. When
an additional CIV source (Q) of 103 cm23 s21 is included, slight
particle production results after a few hours, resulting from an
enhancement in condensable vapours of 0.5 £ 106 cm23. Increasing
Q to 5 £ 103, 10 £ 103 and 25 £ 103 molecules cm23 s21 leads to a
CIV concentration of respectively 2.5 £ 106, 5 £ 106 and 12 £
106 molecules cm23, and increases the particle concentration from
518 cm23 to 555 cm23, 614 cm23 and 804 cm23, respectively.
Clearly, increasing the source rate of CIVs significantly increases
the production rate of new particles.

The initial and final aerosol size distributions are given in Fig. 4
for all simulations. As the CIV vapour concentration increases, the
final concentration of the nucleation mode increases, as does the

Figure 3 Model simulations of condensable vapour and aerosol concentrations in the

marine boundary layer. a, Combined concentration of H2SO4 and condensable iodine

vapours (CIVs) for CIV source rates (Q) of 0, 103, 5 £ 103, 10 £ 103 and

25 £ 103 molecules cm23 s21 and a dimethylsulphide concentration of 20 p.p.t.

(5.6 £ 108 molecules cm23). Oscillations in the vapour concentration occur owing to the

variation in the pre-existing aerosol condensation sink as the aerosol surface area

responds to changes in relative humidity during air parcel cycling through the boundary

layer. b, Predicted particle concentration (cm23) at sizes larger than 1 nm (N total),

including thermodynamically stable clusters; and detectable particle sizes of 3 nm and

greater (N 3) for CIV source rates of 0, 103, 5 £ 103, 10 £ 103 and

25 £ 103 molecules cm23 s21.

Figure 4 Initial (local time 06:00) and predicted final (local time 20:00) aerosol size

distributions for CIV source rates (Q) of 0, 103, 5 £ 103, 10 £ 103 and 25 £ 103

molecules cm23 s21. Also shown (note different scale) is the maximum concentration of

thermodynamically stable clusters (TSCs) during the period of peak particle production

(local time 14:00). The coagulation sink (the rate of loss of particles per second owing to

coagulation with the pre-existing aerosol) as a function of particle size is superimposed on

the figure. N, number of particles.
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mean modal size (up to 6 nm). At a condensable vapour concen-
tration of 2.4 £ 106 cm23 (Q ¼ 0), the nucleation mode comprising
thermodynamically stable clusters, initially 1 nm in size, cannot
grow into sizes larger than 3 nm (more diameter) because the
growth rate is slow (0.2 nm h21) relative to the coagulation sink20

(2 £ 1023 s21 for a 1-nm particle, decreasing to 2 £ 1024 s21 for a
3-nm particle). At a vapour concentration of 14 £ 106 cm23 (Q ¼
25 £ 103 molecules cm23 s21), the growth rate is significantly faster
(1.1 nm h21). Therefore, it takes one-fifth of the time to reach sizes
of 3 nm where particles can survive 10 times longer. Similarly, as the
particle grows to 6 nm, its loss rate is reduced even further to
4 £ 1025 s21. In essence, this additional vapour source carries the
nuclei over a coagulation loss barrier, resulting in a higher prob-
ability of the new particles surviving. If dimer nucleation of CIVs is
considered21, nucleation rates are predicted to increase to
102 cm23 s21 for a CIV concentration of 106 cm23, increasing
further to 104 cm23 s21 for a CIV concentration of 107 cm23, so
CIVs are likely to also contribute to the nucleation process.

Overcoming the coagulation loss barrier essentially increases the
number and lifetime of condensation sites for production of cloud
condensation nuclei (CCN) during the next days’ cycle. Typically,
the CCN concentration for clean marine air is 50–100 cm23,
accounting for 10–20% of the aerosol population. The increase in
the net input of particles into the aerosol population is likely to
result in a similar percentage increase in available CCN (corre-
sponding to ,10% of the new particles surviving to CCN sizes).
Therefore, changes in the source rate of biogenic CIVs associated
with global climate change are likely to significantly influence the
CCN population. In fact, studies into the emissions of iodocarbons
from marine biota have shown that emissions can increase by up to
5 times as a result of changes in environmental conditions associ-
ated with global change14. Therefore, increasing the source rate of
CIVs fivefold will result in an increase in marine aerosol and CCN
concentrations of the order of 20–60%. Changes in cloud albedo
resulting from changes in CCN concentrations of this magnitude
can lead to an increase in global radiative forcing similar in
magnitude, but opposite in sign, to the forcing induced by green-
house gases22.

Although in some regions there is evidence for marine particle
production from organic species23, the proposed contribution of
CIVs to the marine aerosol is most strongly supported by field
measurements of marine aerosol composition24–28: iodine enrich-
ment factors as high as 1,000 relative to bulk sea water have been
found in marine aerosols globally, reaching factors as high as 33,000
in coastal zones. The present work confirms an aerosol nucleation
mechanism involving CIVs in coastal regions, and suggests that CIVs
enhance the production of particles in conjunction with dimethyl-
sulphide-derived H2SO2 nucleation over remote oceans. CIVs could
also contribute to the remote-ocean nucleation—but to confirm
this, more theoretical and experimental advances into understand-
ing the atmospheric iodine cycle need to be achieved. A

Methods
Laboratory experiments
Aerosol formation from the photolysis of CH2I2 in the presence of O3 was investigated in
the Caltech indoor chamber. This facility has been described previously12, and consists of
dual, 28-m3 chambers illuminated by 300 1.22-m fluorescent lights which are used to
simulate the ultraviolet and near-ultraviolet regions of ambient sunlight. The ultraviolet
light intensity in the chamber was measured with a portable spectroradiometer (LI-1800,
LI-COR, Lincoln), and was about 1.2 times the maximum intensity reaching the Earth’s
surface with a zenith angle of 08, except for one low radiation experiment which was
performed with one-quarter of the full intensity. The reaction chamber was filled with
particle-free dry air at 20 8C that had been scrubbed of both volatile organic compounds
and NOx. CH2I2 (99% purity, Sigma-Aldrich) was dissolved in hexafluorobenzene (99%
purity, Sigma-Aldrich), and the solution was evaporated into clean dry carrier air and
injected into the chamber. After O3 injection and allowing sufficient time for reactant
mixing, the experiment was initiated by switching on the ultraviolet lights.

The evolution of the particle number concentration, number distribution, and
hygroscopicity was monitored by condensation particle counters, differential mobility

analysers, and a tandem differential mobility analyser, respectively, as described12. CH2I2

concentrations of 0.015 p.p.b. resulted in particle growth up to 30 nm (mode diameter),
whereas for concentrations of 50 p.p.b., the maximum mode size reached was 200 nm.
Particle composition was monitored using an Aerodyne aerosol mass spectrometer29. This
spectrometer uses an aerodynamic lens inlet to focus the sampled particles into a narrow
beam, which is then introduced into a high-vacuum chamber while the air is differentially
pumped. The particles are vaporized on striking a heated, roughened molybdenum
cartridge heater under high vacuum (1027 torr) at about 600 8C. The vaporized species are
then ionized by electron impact (70-eVelectrons), and the positive ions produced are mass
analysed with a quadrupole mass spectrometer. Particle aerodynamic diameter is
determined by particle time-of-flight. The spectrometer can produce two types of data:
mass spectra of the species present in/on the aerosol, and mass-weighed size distributions
versus aerodynamic diameter at a series of m/z peaks of the mass spectrometer. The
spectrometer used in these experiments was able to detect particles between about 40 nm
and 1 mm, with a minimum detectable concentration of about 0.5 mg m23; it was calibrated
for particle size with polystyrene latex spheres (Duke Scientific, Palo Alto).

Aerosol modelling
We used AEROFOR7, a lagrangian-based 27-bin sectional box model which includes gas-
phase chemistry and aerosol dynamics. The following processes are considered: (1)
dimethylsulphide surface flux; (2) gas-phase oxidation of dimethylsulphide to SO2/SO3;
(3) gas-phase oxidation of SO2/SO3 to H2SO4; (4) homogeneous nucleation of H2SO4,
H2O and NH3; (5) condensation of CIVs, methane sulphonic acid, H2SO4 and H2O onto
pre-existing particles; (6) direct reaction of SO2 with particles; (7) brownian coagulation
of particles; (8) dry deposition to the sea surface. Full details can be found in ref. 7 and
references therein. Cloud or precipitation processes are not included, and neither is
heterogeneous removal of SO2. The simulations are initialized with a typical marine
aerosol concentration of 510 cm23, comprising an Aitken mode, accumulation mode, sea-
salt jet drop mode and sea-salt film-drop mode, dimethylsulphide concentrations of
20 p.p.t., and NH3 and SO2 concentrations of 16 and 5 p.p.t., respectively. The air parcel
undergoes adiabatic cycling in the boundary layer with relative humidity ranging from
70% at the surface to 99% at the top of the boundary layer.
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Biological invasions are a pervasive and costly environmental
problem1,2 that has been the focus of intense management and
research activities over the past half century. Yet accurate pre-
dictions of community susceptibility to invasion remain elusive.
The diversity resistance hypothesis, which argues that diverse
communities are highly competitive and readily resist invasion3–5,
is supported by both theory6 and experimental studies7–14 con-
ducted at small spatial scales. However, there is also convincing
evidence that the relationship between the diversity of native and
invading species is positive when measured at regional
scales3,11,15,16. Although this latter relationship may arise from
extrinsic factors, such as resource heterogeneity, that covary with
diversity of native and invading species at large scales, the
mechanisms conferring greater invasion resistance to diverse
communities at local scales remain unknown. Using neighbour-
hood analyses, a technique from plant competition studies17–19,
we show here that species diversity in small experimental grass-
land plots enhances invasion resistance by increasing crowding
and species richness in localized plant neighbourhoods. Both the
establishment (number of invaders) and success (proportion of
invaders that are large) of invading plants are reduced. These
results suggest that local biodiversity represents an important
line of defence against the spread of invaders.

The relative contribution of extrinsic factors and resident diver-
sity to invasion resistance varies across spatial scales11,12. For
example, the initial arrival of propagules of invading plants into a

formerly isolated region or field is regulated by extrinsic factors,
such as human transport that breaches isolation. Similarly, if an
invading plant lands on a bare patch within a field, extrinsic factors
such as the frequency and intensity of disturbance, soil fertility and
climate are likely to be more important than resident diversity in
regulating the success of invaders. Within a field, however, in a
vegetated patch, an invading plant will find itself surrounded by
neighbouring plants, and it is here that biotic factors such as species
composition and plant density will regulate the competitive
environment the invader faces.

To test for the impacts of biodiversity on invasion resistance
independent of extrinsic factors, we examined how variation in
plant species richness among 147 experimental grassland plots at
Cedar Creek, Minnesota, affected plant neighbourhood properties,
and how these properties, in turn, affected the establishment and
success of the 13 species of exotic non-native plants (primarily
Eurasian, see Methods for species list) that invaded these plots. We
focused on three properties of plant neighbourhoods that are widely
used in studies of intra- and interspecific competition and have been
shown to affect the performance of plants17–19. These properties are
(1) the number of species within the neighbourhood (S N), (2) the
number of plants in the neighbourhood (N) and (3) vsum (ref. 12),
an index of crowding that takes into account both the distance and
size of all the plants within the neighbourhood.

Studies in which invading plants are established in neighbour-
hoods of a fixed size and composition13,18 cannot test whether
neighbourhood properties affect invasions in spatially hetero-
geneous systems like natural vegetation. We avoided this limitation
by examining the neighbourhood properties of all naturally invad-
ing exotic plants, as well as the neighbourhood properties of 100
randomly placed ‘null’ positions, in each plot. The former neigh-
bourhoods reflect the biotic environment where invaders success-
fully established, whereas the latter null neighbourhoods reflect the
typical biotic environments found within the plot, independent of
invader establishment.
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Figure 1 Plot diversity and invader performance. Effects of plot diversity treatment on total

invader cover per subplot (a), the number of invading plants per subplot (b), the largest

individual invader per subplot (c), and the median size of individual invaders in a subplot

(d). Plot level patterns (a) are the result of a decrease in the number of invaders (b), and a

reduction in the size of the largest invading plants in a subplot (c), but not a change in

the median size of individual invaders (d), in more diverse plots. The least-squares

regression lines are shown. Data are from 1998. Note the log scale on all y axes; NS, not

significant.
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