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Chapter 4

A chemical kinetic model for reactive transfor mations
of aerosol particles

Previous models of heterogeneous interactions have focused on reactive trace gas depletion in
cloud or aerosol particles and droplets.**® However, recent laboratory studies have demonstrated
that reactive trace gas uptake can significantly transform the chemical composition of condensed
phase species, as is evident from recent work on organic aerosols.*> This model focuses on
transformation rates within the particle itself. In limiting cases, the model leads to simple
analytical expressions for the condensed phase species depletion as a function of aerosol/gas
interaction time. The modd takes into account gas phase diffusion, mass accommodation, bulk
phase chemical reactions, surface reactions and particle phase reactant diffusion from the aerosol
interior toward the surface. In this way, five limiting regimes of aerosol chemica kinetic
processing are identified, quantified, and united to form a single comprehensive mathematical
model of particle phase species kinetics. The presentation stresses the information to be gained
from observing the size dependence of the particle phase decay rate.  Indeed, decay rates
exhibiting size dependence spanning particle radius, r° through r are theoretically feasible, and
rates going as r° and r ! have been experimentally observed™”.

In addition, an appendix is provided in which existing characteristic times are
summarized or new ones are derived for each of the five relevant regimes of chemica
processing. Characteristic times can be quickly compared to both time-scales of observed

changes in laboratory or field studies and apparent size dependence of reaction rates. Such time
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scales offer a reliable indicator of the fundamental processes most likely to govern the overal
reaction rate. They aso revea what combinations of physico-chemical parameters will be
obtained in studying the time dependence of that process. In this way they form a useful
compliment to the resistor model described below. The method of characteristic times applied to

cloud droplets was first described by Schwartz®.

4.1 Modeling interactions between aer osols and reactive trace gases

An aerosol of known size and initial composition is exposed to a reactive trace gas for a known
period of time, t. The experimentally observed quantity to be modeled here is the loss rate of
particle phase species, as opposed to the disappearance of gas phase reactants, the focus of
previous studies. We assume the chemical reaction between the trace gas X and particle phase
species Y is irreversible; that is, X+ Y ® Z, where Z represents one or more product species.
The method presented here can nonetheless be extended to more complicated chemical kinetic
scenarios.  In generd, in the absence of convective mixing, the overall kinetic processing will
depend on the chemical reaction rates as well as the mass transport of both particle and gas phase
gpecies. Many parts of the model presented here are taken from our recent paper on the same
subject’.

The conceptual strategy

Our goal is to mathematically describe a genera physica system for which all of the relevant
physics (in the form of partial differential equations) is known, but that cannot be represented by
any known analytical solution. To our knowledge, even numerical solutions have not been
developed over the full range of conditions considered here. However, the system is well

described at various limits. In such limits, the partia differential equations reduce to forms that
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can be solved analytically by standard methods such as separation of variables or Fourier
transforms. Our dtrategy is to construct a mathematical basis set from a collection of such
physically limiting regimes, which we conceive as resistances. To obtain a resistance, we solve
the equations describing a system as if all other processes were turned off. Once we have cycled
through each of the physically limiting processes, with all other processes turned off, we will
have formed the basis set of resistances required to model the overall process. The fundamental
assumption is that we may closely approximate a description of physical reality (almost aways
involving some degree of nonlinear inter-couplings of processes) through a smple decoupled
superposition of the basis resistances. In the resistor analogy, used here for mass transfer and
chemical reaction, processes can add either in series or in paralel. Series processes are those
that vanish if any one element vanishes, whereas parallel processes occur along simultaneous
channels. For example, gas phase diffusion and mass accommodation (see below) are in series
with one another since either one’'s absence makes mass transfer into the particle impossible.
This formulation has been tested in previous studies, although not encompassing combinations of
all the various resistances considered here. Solutions to limiting processes such as gas phase
diffusion, mass accommodation, solubility, and chemical reactions have been presented in the
literature®®.  Using such available analytica solutions to form appropriate resistances,
approximate expressions for overall processes have been formulated. This decoupled
formulation has been shown to be in good agreement (within about 15%) with anayticaly

coupled solutions where these are available®™.
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4.2 The model

We envision five fundamental processes that form the basis elements of the model. 1) The gas
phase molecule must first diffuse to the aerosol surface where it can collide with and thermally
accommodate onto the surface with probability S caled the adsorption or thermal
accommodation coefficient. The adsorbed molecule may desorb at a rate governed by the first
order rate constant kges Or, in the case of aliquid, it may enter the bulk liquid, at a rate governed
by the rate constant ks,,. These two rates together with therma accommodation coefficient, S
determine the mass accommodation coefficient, a, which is the probability that an atom or
molecule striking the surface enters into the bulk liquid phase. 2) Reactions of the trace gas may
also occur specifically on the surface of the aerosol with rates that may be different than those
found in bulk. While saturating the surface, the trace species can diffuse into the aerosol bulk as
it reacts with it. As the gas enters the particle, a fraction may evaporate back into gas phase due
to the limited solubility of the species in the liquid (Henry's law). It is this entrance of the gas
species into the particle (dependent on gas solubility, diffusivity, and reactivity) that establishes a
concentration profile within the particle. 3) In the case of slow reaction or fast diffusion it will
diffuse deep into the aerosol bulk, filling it to saturation. 4) In the case of fast reaction or slow
diffusion it will tend to be confined to a thin shell near the surface. 5) In this case, the particle
phase species must diffuse to the surface region in order to react. In relatively large or highly
viscous aerosols, one may aso have to take into account diffusive transport of particle-phase
reactant toward the region near the aerosol surface where reactions are occurring. Each of the
latter individual processes can be described by independently solving the relevant partial

differential equation with appropriate boundary and initial conditions.
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In experiments subject to any of these processes and/or limitations, the measured flux, J

of trace gas into the surface is expressed in terms of a measured uptake coefficient, Greas, 8S:

_ N(9)CYmeas

2 (4.1)

Here nx(g) is the bulk concentration of the trace gas molecules (species X) and € istheir average
thermal speed. Of course, greas IS dways smaller than or equal to 1 since the flux cannot exceed
the collision rate per unit area, nx(g) €/4. The model ensuresthat thisisthe case, aswill be seen
below.

In the case where a trace gas concentration profile has been established within the particle
(shown below to be typically much faster than other processes), al the reactive gas moleculesin
the flux, J (as in eg. 4.1) through the aerosol surface react with the particle phase species Y.
Therefore, mass balance allows us to write the volume-averaged particle phase loss rate [Y] =

d[Y]/dt within an aerosol of radius a, asin:

n..,cg 4 .
x(g) meas 2 3
——F—  4pa” =—pa’[Y

4 3p Y]

such that,

3 Ny(g)C9 meas

[Y]= 2

(4.2)

In general, a,8reas, and nx(g) Will vary with time as aresult of gas-particle interactions.

The goal then is to formulate an expression for gneas by adding the basis resistances
(taken from the various limiting processes) appropriately. In this treatment, the resistance of the
i"™ process is given by 1/G, where G represents the normalized rate of process i. More

specifically, G is the ratio of the flux of trace gas to the kinetic collision frequency, assuming a
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Maxwell-Boltzmann distribution prevails near the aerosol surface. In the absence of solubility

limitations, the overall resistance equation from which one obtains gyeas iS Written as:

1 _ 1,1, 1 ! 43

Omeas Guiff S g4+ 1 GPuif
S-a+ 1
2 Gxn

and shown in fig. 4-1. Because the adsorption coefficient S is £ 1 the maximum vaue of GpeasiS

limited to unity. Thereis no limit to the value of the Gterms.®

The 1/G terms in eg. 4.3 (and fig. 4-1) represent gas phase diffusion (Gyy), surface
reaction (G), mass accommodation (a), chemica reaction within in the particle (G4, and
diffusion limited mixing within the particle (Fg«). These terms account for process rates (and
concentration gradients) in the gas phase, at the interface and within the particle. Taken together,
they form the basis of the generd model. The term G, which accounts for the diffusion
limited gradient of the reactant Y within the particle, is presented here for the first time. This
formulation assumes that the aerosol consists of a single component Y. We note that in modeling

multi -component aerosols, separate G, G, and @4 need to be formulated for each component.

When one is concerned with the depletion of gas phase species or when solubility
dynamics are expected to influence the overal rate, a time dependent solubility term /Gy is
added in paralel with the 1/G,, term. Alternatively (see below) this can be included in a more
complicated form of 1/G,,, for which an anaytical solution has been derived in the literature.

We will show below why the term 1/G, is not expected to affect particle species reactive loss.

Inthelimit of high G, the resistance goes to zero.
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Also, the trace gas (n,) that is simply solvated in the particle phase does not result in particle

species loss. Therefore, since the purpose of this presentation is to develop expressions for

particle species reaction rate [ Y ], the term 1/Gy, has been omitted from eq. 4.3.

= 1 S-a 1 1
G(‘jiﬁ S Sa ern GP i
J/
Y
=L
el g

Figure 4-1. Electrica circuit analogue for the gas uptake process governed by gas-phase
diffusion, mass accommaodation, surface reactions, and particle phase reaction and diffusion.

4.2.1 Gas phase diffusion and mass accomodation
When gas phase diffusion or mass accomodation is limiting, the rate of processing within the
aerosol will be governed by how quickly the gas diffuses to and passes through the surface of the

aerosol. An empirical formulation of isothermal diffusive transport™ that is in good agreement

with experimental data’? can be written as the resistance /Gy *>:

1 _ 0.75+0.283Kn

(4.4)
Guiff Kn(1+ Kn)

where Kn is the Knudsen number defined as | /a and | is the gas phase mean free path. The mean

free path is here expressed as | =3Dx(g)/ C, where Dx(q) is the gas phase diffusion coefficient of
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the trace species. As shown schematically in fig. 41, 1/Gyy represents the “resistance” of gas
phase diffusion to the gas uptake, accounting for the gradient in gas phase concentration due to

the flux of gasinto the particle.

As described in detail previously?, interfacial resistance to mass transport can be

formulated in terms of the mass accommodation coefficient, a, which can be expressed as:

k k -
des or des :S a (4.5)

1.1,
a S S Kool Sa
The ratio ks / kges IS the true measure of the interfacia kinetic resistance, though a is often
guoted as the collision probability coefficient for trace gas uptake into the (liquid) particle.
4.2.2 Surface reactions
Once the trace gas X has diffused to the surface, it can react with aerosol species Y directly at the
surface via a mechanism that is kinetically separable from reaction within the particle. As shown
in fig.1, this corresponds to a “resistance” term between 1/S and Kged/ Ko = (Sa)/Sa (see eq.
4.5), since such surface reactivity competes with mass accommodation of X into the bulk particle
through the gas/surface interface. We use the same approach here to find G as in the case of gas
phase diffuson. We calculate gas phase flux into the particle, assuming that this specific process
is solely the one governing the uptake.

Here we suggest the following expression for the surface reaction rate between species X
and Y per unit area per second:

Ny(g)CG

= KSIXTslY]s =k3ny(g) HsRTIY ] (4.6)

In eq. 4.6 we have assumed that the surface concentration of trace speciesis in equilibrium with

the gas phase, analogous to a Henry's law equilibrium for bulk condensed phases. All surface
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concentrations are in moles cm? and Hg and k%, are surface analogs to their bulk counterparts.
14).

Alternate formulations of eg. 4.6 may be more convenient in some cases (see Hu et al., [1995]

Using the above formulation with the further assumption that [Y]s = KJY], we may write the

uptake coefficient G, from eqg. 4.6:

_ 4k5H sRTK g[Y]
T

(4.7)

Here, K, is an equilibrium constant (with units of L cmi®) linking the surface concentration [Y]s to
the bulk concentration [Y]. The equilibrium parameters Hs and Ks used in eq. 4.7 can at times be
obtained experimentally from surface tension measurements for example, or can be estimated by

extrapolation from bulk phase equilibrium values.
4.2.3 Reactionswithin the particleinterior

For the ssimultaneous reaction and diffusion of the trace gas into the aerosol, we hold the trace
Species concentration constant at the surface, while allowing the trace gas to react as it diffuses
into the aerosol. Because this process is expected to be important in laboratory and field studies,
we will derive it here in detail. We begin with the diffusion equation including an additiona

term for reaction within the particle:

Dy(pyN2IX](r,1) - kol X1(r,OIY] =[X](r,1) (4.8)

This expression takes into account the full dynamics of trace gas species diffusion, solubility,
and reaction within the particle. It does not explicitly account for the loss of Y due to reaction
with X, which would require a mirror equation of eg. 4.8 for Y. For now we will make a

simplifying assumption that we will justify below: The initia profile [X](r) is established so
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quickly, that we can assume the loss rate of Y to be governed by the pseudo-steady state profile
of X within the particle. In other words, after some very brief moment, [X](r) develops,

establishing a volume-averaged loss rate of particle species given by:
< 2
[Y]=——= okl X](r,)[Y](t)4pr “dr (4.9)
4pa” o

In this expression we write [X](r,t), explicitly a function of time, not due to the dynamics in eq
4.13, but because depletion of Y changes the steady state profile of X. Making the assumption

that eg. 4.13 is a steady state allows usto write it as:
Dy(pmRIX](r) - ko[ X](r)[Y] =0 (4.10)
or in spherical coordinates:

d’[X1() , 2dIXI0) K
dr2 r dr DX(p)

[X](r)=0 (4.112)

Here, k; = ky[Y].
The analytical solution, describing the trace-gas concentration within the particle as a function of

radial position and particle species concentration, can be shown to be™:

_ asinh(r /1) o |Px(p) 412
X1 [X](a)rsinh(all) where | ko[Y] (412

The parameter |, is the reacto-diffusive length representing the depth to which solvated trace
species X diffuses while reacting with Y. This depth reflects the distance reactant X will diffuse
in one reactive characteristic time (1/k;[Y]). We note that the concentration profile of X depends
on the concentration of Y within the particle; X will diffuse more deeply on average into the
particle the less Y there is with which it can react. It isfor this reason that we refer to [X](r) asa

pseudo-steady state profile.
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At any instant in time, the net rate at which species X enters the particle equals the rate at
which species Y is depleted. Also, by definition this must be equal to the volume-averaged
reaction rate within the particle itself, given by eg. 4.9. Using Fick’s law to access the net flux of

reactant gas molecules at the surface we have:

d[X](r),  _ Mx(g)Crxn 4.13
ar ‘T2 4 ( )

Jx =-Dx(g)

such that we may write Gy, as:

Gyn = @ [Dy(pkalY1[coth(a/1)- (1/a)] (4.14)

In this expression, we have replaced [X](a) with the Henry’s law value, HP,=Hn,,)/RT. Here
Dy is the diffusion coefficient of the solvated trace species X in the particle phase, H is its
Henry's law coefficient (H isin units M atm* L™, R is the gas constant in matching units), and k
is the second order rate coefficient for the reaction of X with Y. In fig. 42, we show how this
function depends functionally on | and a. This is the same expression as presented in Hanson

and Lovejoy', where it was first applied to aerosol kinetics.
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ern

Figure 4-2: General functional dependence of reactive uptake coefficient on particle radius, a
and reacto-diffusive depth, |.

4.2.4 Particle phase diffusion

As we have seen in the case of rapid reaction, it is possible that the trace gas diffuse to a depth
many times smaller that the particle radius. Most of the aerosol chemical processing will occur
within this reacto-diffusive length, |. If diffusion of particle species to this reaction region is
sufficiently slow, the overall rate of processing can be expected to decrease due to a depletion of

particle species concentration in this region.
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Here we derive an exact expression for the resistance when the diffusion of the particle
phase species is many times dower than reaction near the surface. Thus the rate a which
particle phase molecules disappear from the particle will be governed entirely by how quickly
they can diffuse to the surface where they immediately react away. In this case the surface
concentration of the particle phase species is zero by construction; the particle phase molecule is
destroyed by reaction the very instant it reaches the surface region. This process is taken into

account by the coefficient Gy, the last term shown in eg. 4.3 and fig. 4-1. We derive an

expression for @y here for the first time.

We assume that the reactive gas phase flux into the aerosol is governed by the diffusion
rate of Y from the particle interior. Matching the trace gas flux through the surface to the flux of

Y toward the surface we have:

(@GPt _ 1Y,y

4 Y g )r=a (4.15)

A solution to the diffusion equation in spherical coordinates can be found through
separation of variables. Subject to the boundary condition that [Y] = O at the particle surface and
[Y] = [Y]o initially everywhere within the particle, an exact expression for [Y](r,t) is found to be'
(seefig. 4-3):

¥ N+l
i) _2a ¢ () 7 npr exp(- Dyn%p %t/ a?) (4.16)
[Yol Prpn=p N a g

Through eqg. 4.2, (with some work) we may now write:
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8D, [Y]p ¥ - iDyp 2t
GdFi)ff :y—__a Exp(—);) (4.17)
anyC =1 a
A dignificantly simpler expression for G4 can be obtained by assuming a linear concentration
profile for Y, as [Y](r) = [YJ](@ - r/a), where [Y,] = [Y](r=0). Therefore, d[Y](r)/dr = -[Y]/a.

From the definition of the average concentration, we have:

3
4pa’

ac‘iY] (r)4pr2dr = % (4.18)

[Y]°

Combining expressions, the simplified expression for @ emerges as,

16D, [Y]
nx(g)é a

GPgisf = (4.19)

This simple expression is in a form consistent with the other uptake coefficients and lends itself
to facile computation. The accuracy of this expression will be discussed later. The uptake
coefficient G4 becomes important (i.e. /G is large) in the limit of large, highly viscous
particles, where diffusion of Y from within the bulk of the particle must compete with surface or

near surface reaction, leading to agradient in [Y](r) within the particle.
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Figure 4-3: Particle phase concentration profiles as a function of time in a particle reacting in the
particle-phase diffusion limited regime.
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Limiting Sizedependence L
or Gamma Tau of rated[Y]/dt Criteriafor importance
2
Gesphese | _Knd+Kn) | _ & 8el a-ltna-2
diffusion 0.75+0.283Kn p 2Dx(g) ~10%s|a “toa Very large particles
Mass aH2pMRT . 2 | -1 -2 _
accomodation a % 107 |a"toa Large particles, soluble trace gas, low a
Surface 4k, H RTK Y] a a-l _
reaction < 3HPK Seeresistor model
Thin-shell AHRT a [Y] al D
———/Dx(pk — - _Xp
reaction T Vxpkd 3Py \I k2Dx(p) 10 ka[Y] =2
4aHRT 1 0 D
. ko[Y] ~ 1 a _XP oS
Bulk reaction x k,HP, 10 \’ Ko[Y] a
2
Particle phase 16Dy[Y] ; ~102| & 2 Fast reaction, highly soluble trace gas
diffusion nx(g)ca p“Dy and/ or very large particles

Table 4-1: Summary of gammas (inverse resistances) and characteristic times (see appendix)
relevant in aerosol chemical transformations.

4.3 Particle phase lossin limiting cases

We will now apply eq. 4.2 to caculate the fraction of particle phase species Y remaning
(IV1(t)/[Y]o) given the initid concentration [Y]o, due to interaction with gas phase reactive species
X in specific limiting cases. In these calculations we will assume that the overal gas phase
density ny) remains constant throughout the reaction, since atmospheric aerosol mass loadings
are small, (typically on the order 10 ng m®) and therefore only a small fraction of the trace gas is
expected to react. Also, while particle size change due to gas-particle interactions can be

accounted for, here we will assume that the particle size remains constant. In each case shown

below the functional dependence on physico-chemical parameters, particle size a, gas phase
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density nyg), and initial particle phase concentration is clearly evident. Therefore, it is possible
to establish the rate limiting process through comparison with data from a controlled experiment

or well-monitored field study.

4.3.1 Particle phase loss limited by gas phase diffusion and/or mass accommaodation of X

This is the case for very rapid (non-surface) X-Y reaction, (i.e. G << a and G, >> a). In other
words, the species X is consumed as rapidly as it enters the bulk and therefore gheas?= (/G +

1/a)™. Upon integration of eq. 4.2 we obtain:

YIO) _, "(@°3

_ -1
s o a (1/ Gyigs +1/a) 1t (4.20)

The loss of Y is particle size dependent in general. In the case of kinetic flux to the particle
surface, the incoming mass flow rate goes as the particle surface area (flux independent of
radius), whereas the reaction takes place throughout the bulk of the aerosol. In the case of a
continuum flux into the particle, the mass flow rate goes as the radius (flux going as the inverse
radius). EqQ. 4.4 will have varying size dependence, depending on the regime applicable, and this

will manifest in the size dependence of the particle phase loss rate (eg. 4.20).

4.3.2 Particle phase loss limited by surface reaction
This may reflect very efficient liquid surface reactivity or be effectively true when
concentrations near the surface are larger than their bulk values (i.e. Gibb’'s surface excess). In

this case gneas = Gsas given by eg. 4.11 and viaintegration of eg. 4.2:

A1 _ 3H SR g Keky

Mo " (4.21)
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4.3.3 Particle phase loss limited by reaction within short reacto-diffusive length, | << a

In this case, reaction of X and Y occursin athin shell of depth | below the aerosol surface. When

I<<aq, the coth term in eq. 4.14 approaches 1, and we are | eft with:

Gon = 2= [ Dipal] (4.22)

Now With gheas 2 Gy integration of eq. 4.2 yields:

[Ylo NG

MI®) _,. 3Rxe)HyPxpka

t (4.23)

We note that this expression breaks down in the limit where [Y]->0, since here | is no longer
much lessthan a. Readlizing this physical limitation obviates concerns of the long time solution

(leading to increasing [Y](t)), clearly beyond the domain of applicability of the expression.

4.3.4 Particle phase loss limited by reaction within long reacto-diffusive length, | >>a

In the limit where | >> &, the coth term approaches I/a + a/3l. Thisis consistent with the trace
gas having very quickly filled the particle to its Henry’'s law concentration (that is, [X] =

NyqHRT). Inthis case eq. 4.14 reduces to:

_ 4aHRT
G"XI’] 36

Ko[Y] (4.24)
Now With gneas 2 Gy, integration of eq. 4.2 yields:

In[[YY]—]((? =- HRTnX(g)kzt (4.25)
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4.3.5 Particle phase loss limited by diffuson of Y from the aerosol interior toward the
surface

In this case gneas = Girr.  Using the simplified expression for G4 given by eq. 4.19, upon

integrating eq. 4.2 one obtains:

12D
2O _ 12Dy

4.26
[Ylo a2 (429

Dependence on particle size is here second order. Further, this is the only case where the
fraction remaining is independent of n,g. We anticipate this physically since adding more trace
gas will not affect the processing rate when mass transfer within the particle is solely rate
limiting. EQ. 4.26 reflects the maximum decay rate of Y, dependent only on the rate of diffusion
of Y within the particle. Thus, in the absence of convective mixing within the particle, eq. 4.26
sets an overall upper limit for the chemical transformation rate within aerosols. This case is rate
controlling in the limit of large or highly viscous particles and in the limit of fast X +Y reaction
that locally depletes|Y] at or below the surface of the particle.

A solution for particle phase concentration using the more exact expression for Qg (eg.
4.17) can aso be derived™”:

MO _§ 6 o0 PIDY (427
— 2 '

[Ylo i=1p?i? a

However, a smooth function requires the summation of about 100 terms. EQ. 4.26 overestimates
[Y]/[Y]o a& 0.50 and 0.10 fraction remaining by 32% and 10% respectively. At 0.05 fraction

remaining eg. 4.26 iswithin 1% of the exact solution. Thisis showninfig. 4-5.
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Figure 45: Comparison of kinetics based on straight-line concentration profile and those based
on analytical solution in the case of the particle phase diffusion limit.

4.4 Simultaneous reaction and particle phase diffusion

The genera problem of combined reaction and diffusion of both the trace gas and the particle
phase species within the particle is mathematically described through the following system of

partia differential equations:

Di(pNZIX1( D) - ko[ XI(,DIYIC, 1) =[X](,1)

Dy(pyN2IYI(r, 1) - KoL X](,DIYI(r,1) =[Y](r,1) (4.28)
Taken with four boundary conditions (to satisfy the four spatial derivatives) and two initial

conditions (to satisfy the two time derivatives) egs. 4.28 fully define the physical process.

However, no known analytical solution exists for this system. We will therefore apply the
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method of resistances to obtain an approximate solution. We will couple particle phase diffusion
with reaction characterized by short reacto-diffusive length. Once in possession of a solution we
will compare it to an analytical solution that is expected to approximate the actual solution
closely. A more rigorous comparison can be pursued using advanced numerical techniques.
Particle phase diffusion and thin shell reaction are expected to dominate particle phase
loss smultaneoudy when their characteristic times are within an order of magnitude of one
another while each is at least two orders of magnitude higher (slower) than those for all other

processes. Mathematically we expect:

2
t D
rxn,l<;a _P by | I¥] -1 (4.29)

It is therefore expected to be important for large particles whose self-diffusion coefficient is very

low, in the presence of highly soluble and highly reactive trace gas. In cases where the above
ratio is near unity, we will need to use the resistor nodel to approximate the overall particle
phase loss rate. We develop an expression for gness by combining G, (with I<<a, eg. 4.34) and

it (eg. 4.30). Thisenables us to use eq. 4.2 and write:

- 12lY]D P H./D, .k
[ ] y'x x(p) 2 (430)

Y1= a(4D, Y] +aP,H /D, k,)

Integration of this expression at the limits recovers eq. 4.26 and eq. 4.23 as expected. The
general analytical solution of eg. 4.30 is quite cumbersome™, but solving it through numerical
integration using either Runge-Kutta or Euler schemes is straightforward.

Comparison of resistor model result with an analytical solution

In our resistor model formulation, we have allowed for the fact that as the reaction ensues, the

reacto-diffusive length increases. Though a general analytical solution for egs. 4.28 does not
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exist, in the case where we hold | constant a solution can be found by appropriately changing the
boundary conditions to a previously solved problem. Since we confine the reaction to a thin

shell near the surface, in the particle interior we have ssmple diffusion, or:

12IY1E,0) |, 2 Y10, _ IYIC.Y
Dy ( 2 +r o )= P (4.31)

At the boundary, which we for convenience define as the surface lying a constant depth I
beneath the surface, we require that the flux of particle phase species from the bulk match the

rate of disappearance due to reaction in the shell. Our first boundary condition is therefore:

_p, M¥]y o | Pu
0, s = HRIDI@ 1y [t (432

The second boundary condition requires the concentration gradient vanish at r = O:

A

o =0 (4.33)

Theinitia conditionis:
[Y1(r,0) =[Y], (4.34)

These conditions are analogous to those in the surface evaporation case for which a solution is

provided in the literature, and a solution can be adapted to our case of thin shell reaction™:

[Y] .._ & 6L%exp(- b D t/a?) aHPk, |,
1= 0 4.35
[Yo © a b2n{b 2 +L(L- 1)} D, (4.35)

Here, the b, must be solved for numericaly (i.e. using bisection or the Newton-Raphson
technique) from:
b,cotb,+L-1=0 (4.36)

In fig. 4-6 we compare this analytical result to the resistor model approximation.

75



Taken from doctord thesis, Chemical Kinetics and Microphysics of Atmospheric Aerosols, © copyright by James W. Morris,
2002.

1 | | | | T
g Coupled reaction and patrticle phase diffusion; E
5 resistor model vs analytical ]
4 -
Al Tau (s)
Thin shell reaction 5.9
= 2k Particle phase diffusion 10.1 J
c
‘®
S
o 0.1 — -
c C ]
S iU - .
= 6 R i
c sf -
L 1 3 - resistor model (I constant) AR -
3k - analytical solution (| constant)
— resistor model (I changing)
2 -
001 | | | |
0 10 20 30 40 50

Time (s)

Figure 4-6: Comparison of resistor model with analytical solution in the case of constant reacto-
diffusve length. The changing reacto-diffusive length result is aso shown for comparison.
Calculations were performed on a 10 micron particle with physico-chemical parametersyielding
characteristic times shown.

From fig. 4-6 it is evident that the resistor model result very closely matches the more
complicated analytical solution for the case where we hold the reacto-diffusive length constant.
The resistor model result for | changing matches the analytical solution at early times, but
delivers smaller fractions remaining at longer times. This reflects the fact that as the reacto-

diffusive depth increases, the reaction takes place throughout a larger volume, and thus resultsin

ahigher overall lossrate.
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4.5 Application of results

The interest in aerosol particle-phase chemical transformation is relatively recent. To our
knowledge there are only a few studies illustrating the reactive regimes discussed above. In
laboratory studies of sub-micron (0.2 to 0.6 mm) aerosol ozonolysis, the reactive depletion of
oleic acid clearly matched Case 4.3.3 (see ch. 5, below), exhibiting the predicted reactant
concentration and aerosol size dependence®. In a similar experiment with larger oleic acid
aerosols (0.68 to 2.5 mm), the Miller research group at the University of North Carolina observed
transition from Case 4.3.3 to Case 4.3.5 as the aerosol size increased (submitted for publication).
Both experiments yielded oleic aid/ozone transformation rates much faster than deduced from
atmospheric field studies”, indicating that atmospheric reactivity depends on the morphology of
complex particles. In an earlier study focusing on reactive gas uptake, Hanson and Lovejoy
[1995] observed uptake kinetics governed by Cases 4.3.2 and 4.3.3. With the advent of single
particle aerosol mass spectrometers, field data quantifying the time and/or distance dependence
of aerosol chemical composition will become much more common, and models incorporating
particle phase reactions using the formulation presented here will be required to interpret many

of these studies.
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Chapter 4 Appendix

A4.1 Characteristic timesfor limiting processes

Obtaining characteristic times for these processes is pursued in a manner similar to that used in
deriving individual resistances. One solves the partia differential equations relevant to the
process assuming it alone is acting. The solution will typicaly contain an exponentia

summation of the form:

a ep( - jf(p)Y) (A4.1)

j=

Here f(p;)) is a function of the physico-chemical parameters, p; (i=1,2,3...) characterizing the
particular process. The characteristic time is then expressed as’ t = 1/f(p;). It follows that for t
>> t, the exponentia terns are vanishingly small, and the dynamics are expectedly very slow
(very long times are required to see very small changes in the system). The system here is
described as being “relaxed”. On the other hand, for t << t, the system exhibits very large
changes in very small increments of time. The characteristic time then gives us an
approximation of the relaxation time of the system, dividing the regions of fast and slow
dynamics. Given estimates of the characteristic times for various processes, the process with the
slowest characteristic time is the one most likely to govern the overall rate.

A4.1.1 Gas phase diffuson and mass accomodation

The characteristic time for gas phase diffusion in the continuum regime (Kn <<1) is taken from
the time-dependent solution of the diffuson equation and approximates the time for the

concentration profile around the aerosol to achieves a steady state value:

® For systems of sufficient simplicity it may not be necessary to solvefor eq. A4.1. For example, first order ordinary
differential equations describing many kinetic phenomena have characteristic timesgiven by t=[Y]/[ Y ].
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a2

2 (A4.2)
p2D

t g diff =
x(9)

In this expression Dyq) is the diffusion coefficient (cnf s of the trace gas around the particle.

The characteristic time for mass accomodation (sometimes called the characteristic time
for interfacia equilibrium) indicates the timescale over which the species taken up by the surface
obtains its equilibrium concentration value there. We are describing a case where an aerosol
initially devoid of trace gas is suddenly plunged into a known concentration of trace gas, held
constant during the uptake process. The characterigtic time® emerging from the time-dependence

of the analytical solution is™:

aH ./2pM ,RT
e = = . (A4.3)
In the special case of highly insoluble trace gas, the characteristic time becomes:
2
a
Liginsol == (A4.4)
P “Dx(p)

In these expressions, H is Henry’s law solubility coefficient (M am™), Ris the gas constant (atm
M™ K™, M, is the molecular weight of the trace species (g mole™) and Dy, is the diffusivity of
the trace gas in the particles.

4.2.2 Surfacereactions

In this case we have only to solve an ordinary differential equation, and there is only one term in
the form given in eg. A4.1. From the solution (see eg. 4.21), the characteristic time for surface

reactionis;

¢ The same expression can be derived much more simply by assuming a constant flux to the surface and calculating
the time required to fill the particle to its Henry’ slaw concentration.
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tg= S
3k2HSRTKSnX(g)

(A4.5)

4.2.3 Reactionswithin the particleinterior

Here we can go back to eg. 4.8 and take characteristic times from the more genera solution,
describing the approach to steady state. From the solution to eq. 4.8 in spherical coordinates™, it

can be shown that the characteristic time as defined through eg. A4.1 is given by:

1 (A4.6)

U diff =

2
P “Dx(p)
Ka[Y] "'T

This is the time required for X to approach a pseudo-steady state profile within the particle. It
can therefore be thought of as a reacto-diffusive solubility time. An important question is
whether the time it takes to form the profile in X can ever be expected to affect the overall rate of
mass transfer within atmospheric particles. We will return to this question below.

In the case of a very short reacto-diffusive length, I<<a, we can derive a characteristic
time for reaction of Y within the particle using the expression in footnote (a) above. Since

reaction is confined to within the shell of thickness I, the volume averaged loss rate of Y can be

approximated as:
V)= 4 kol X][Y}4pa (A4.7)
3

Taking the trace species concentration in the shell to be near its Henry’s law value, this leads to

an estimated characteristic time for depletion of the liquid species within the liquid shell as:
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t _[Yl_ a _a [Y]
M2 TIV] T 3HRD 3HR, | Dypka

(A4.8)

Since the loss rate goes as the inverse of the characteristic time, this expression indicates that
particle phase loss limited by reaction within the reacto-diffusive length will exhibit inverse
radius dependence.

A similar approach can be used to derive the characteristic time in the case where the
trace gasfillsthe entire particle (or by inspection of eg. 4.36 below). One finds:

1
KoHPy

(A4.9)

trxnl>>a =

In this case, the loss rate is independent of size. From consideration of the characteristic timesin
the limiting regimes of bulk and thin shell reaction, it is apparent that when G, governs the
overall rate, the size dependence spans a° to a™* depending on the extent to which the reacting
trace gas penetrates into the particle interior.

We may now return to the question of the importance of reactive solubility of the trace
gas in determining the overall rate of chemical transformation within particles. In the limit of

very small particle radii, the characteristic time for reactive solubility, eq. A4.6, becomes:

2 2
a fp D
trxndiff ® — a<< —k [XY(]D) (A4.10)
P “Dx(p) 2

Whereas in the limit of very large radii, we obtain:

2
1 P Dx(p)
t e ® >> | AP A4.11
rxn, diff Y] a '\ f [V ] ( )

In the small particle limit, we may compare eg. A4.10 and eq. A4.12 below. Sinceit isunlikely

that the trace gas diffusion coefficient within the particle be less than the self-diffusion
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coefficient of the particle species, it is unlikely that this process limit the overall rate for small
sizes, since particle phase diffusion will limit instead. For very large particles, consider
expressions A4.11 and A4.9 above. Since it is very unlikely that the trace species concentration
ever surpass that of the particle phase, it is unlikely that this process ever limit the rate for large
particles. We may infer from these limits that the same will hold for intermediary sizes, such
that solubility of the reactant trace gas is unlikely to limit the overall processing rate in aerosols
of atmospheric or laboratory interest.

4.2.4 Particle phase diffusion

Inspection of eq. 4.27 yields the characteristic time for particle phase diffusion:

a2

t P
2
p“Dy

diff = (A4.12)

We note that characteristic times allow one to quickly assess the relative importance of
the five rates involved in aerosol processing, while indicating what physical parameters will
likely be gained from dynamic information of the uptake process (Fig. A4-1). If for example the
time for reaction of the liquid species in a thin shell is the greatest of all the characteristic times,
one can expect the overal reaction rate to depend on the size (slower for larger particles) and to
extract fundamental information in the form of H(Dypk)"> Table 41 summarizes the results

presented here.
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Figure A4-1. Characteristic time plot to assess competing rates. Reaction within a thin shell
characteristic of the trace gas reacto-diffusive length governs the overal rate of reaction from
0.1 to 5 micron radius particles with anticipated size dependence.
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